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Abstract – The number of Phasor Measurement Units
(PMU) is growing rapidly. The metrological institutes
and calibration laboratories has to calibrate not only
PMUs, but also calibrators of PMUs. To achieve this
goal, several reference PMU systems have been built.
These systems use costly time synchronization units.
The paper shows another method to trace a digitizer
to a standard of time. The advantage of the method is
removing a need to obtain a time synchronization unit.
Setup of a reference PMU system using the method is
described and uncertainty budget is shown. The budget
shows out the presented method achieved sufficiently
low uncertainties required for calibration of PMU cali-
brators.

I. INTRODUCTION

The number of Phasor Measurement Units (PMUs) in-

stalled around the world and the number of vendors have

been growing rapidly. The industry recognized that phasor

measurements and wide-area monitoring have significant

impact on the power system security. The PMU device

measures synchrophasor of alternate voltage and current at

a high sample rate (up to 1 phasor per cycle), thus provid-

ing the transmission system’s dynamic observability. Ev-

ery PMU is equipped with a GPS (Global Positioning Sys-

tem) receiver, so that all the measurements in the system

can be time-aligned.

The measurement of synchrophasor requires measure-

ment of amplitude and phase of an alternate voltage or

current signal. The phase has to be referenced to a time

standard, thus results in a measurement of absolute phase.

PMU consists of a transducer and an analogue to digital

converter (ADC) to record a waveform. The sampled data

is processed by data processing algorithm, a synchrophasor

value is calculated and usually reported to a Phasor Data

Concentrator (PDC). PDC can collect streams from multi-

ple PMUs using chosen communications network technol-

ogy and it is responsible for providing data to analyse.

Calibration of a PMU is a task accomplished by gener-

ating a waveform with defined properties of amplitude and

absolute phase in both static and dynamic modes. Typical

PMU calibrator (e.g. a Fluke 6105A with Fluke 6135A) is

a phantom voltage and current generator tied to the control

system, standard of time and frequency, control computer

and network hub. A PMU calibrator can generate various

waveforms to test and validate multiple properties of the

PMU according the IEEE standard C37.118.1-2011 [1].

The error of a PMU is expressed as a Total Vector Er-

ror (TVE). Maximal TVE of a PMU, as specified by IEEE

standard, should be 1 %. So uncertainty of PMU calibra-

tor should be (by using a rule of a thumb 1 to 4) less than

0.25 %.

A calibration of the PMU calibrator is a typical task for

National Metrological Institute (NMI) and it is more com-

plex than the calibration of a PMU. A reference PMU is re-

quired, and all reference PMU components must be trace-

able to the national standards. The target uncertainty of the

synchrophasor should be less than 0.025 %. Several such

PMUs have been developed, e.g. [2], [3]. These reference

PMU systems are composed of transducer, digitizer, time

standard, time synchronization unit, data processing algo-

rithms, control computer, and control software. The time

synchronization unit is used to trace the absolute time of

ADC samples. Most of the listed components are common

in every NMI. Several international projects aim at calibra-

tion of the transducers and digitizer with utmost precision

using quantum standards. Contrary the time synchroniza-

tion unit is not common. It must handle complex time syn-

chronisation signals (e.g. IRIG-B) and can be expensive.

However, every NMI own a time standard generating one-

pulse-per-second signal (1PPS).

This paper shows a method to trace digital samples to the

absolute time and use it for the calibration of synchropha-

sor without using costly time synchronization unit. A two

channel digitizer is used to sample both the voltage signal

and a 1PPS signal. This was used to calculate the absolute

time of the samples, calculate the synchrophasor and cal-

ibrate a PMU calibrator. The advantage of this method is

decreased requirements to establish a new calibration ser-

vice in a NMI.

II. SYNCHROPHASOR CALIBRATION METHOD

The presented calibration method relies on the proper-

ties of a two channel digitizer with a time base common to

both ADCs. Because of the common time base, time errors

of samples acquired by first channel are almost the same as

the time errors of the samples acquired by second channel.

The first channel is used to calibrate the time base and the

second channel is used to sample the synchrophasor wave-

form.

The method was tested on a measurement setup consist-

ing of:

• transducer,
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• two channel digitizer,

• time standard,

• data processing algorithm,

The schematic diagram of the measurement setup is shown

in Fig. 1. PMU calibrator Fluke 6105A and 6135A served

as a device under test and was set to generate synchropha-

sor waveform. Selected PMU calibrator cannot work with-

out a connected PMU, thus a PMU was part of the setup.

The values measured by the PMU were not taken into ac-

count. The transducer of CMI own design scaled the volt-

age down to the full scale range of the digitizer National

Instruments 5922. The digitizer was powered by exter-

nal DC battery to prevent ground loops. A time standard

Stanford-Research FS740 traceable to national standard of

time was used to generate 1PPS signal. Both Fluke 6135A

and FS740 used dedicated independent GPS antenna.

Fig. 1. Schematic diagram of the calibration setup. Both
Fluke 6135A and reference time standard are connected to
its own GPS antennas.

The generated 1PPS signal consists of rectangular pulses

of 20 μs duration, one puls every second. The pulses were

used for two purposes.

First purpose was to calibrate the sampling frequency of

the ADC. Digitizers usually can lock to a reference fre-

quency signal, typically of 10 MHz frequency. Yet the

1PPS gave clear information on the correctness of the lock.

Second purpose was to identify start of a real time sec-

ond thus providing the absolute time of the samples. Un-

fortunately, such a simple 1PPS signal can not provide in-

formation which second is observed. This problem was

solved by recording the time of start of the sampling in the

control computer. The maximal clock error of the com-

puter had to be less than 0.5 s. Such precision can be ob-

tained using Network Time Protocol (NTP).

III. REQUIREMENTS FOR THE CALIBRATION

METHOD

Using the TVE definition, requirements for the calibra-

tion method can be found. TVE is estimated as:

TVE =
|Xmeas −Xref|

|Xref| , (1)

where Xmeas is value of a measured synchrophasor, Xref is

value of a reference synchrophasor. A synchrophasor is de-

fined as a complex number with Xr real and Xi imaginary

part: X = Xr + iXi. For a reference, dependence of the

TVE on the error of the amplitude and phase measurement

is shown in figure 2.
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Fig. 2. Dependence of TVE on the errors of the amplitude
and phase according Eq 1 for nominal amplitude 1 V and
nominal phase 0 ◦.

To obtain the TVE less than 0.025 % (250 parts per mil-

lion), the combined relative errors of amplitude and phase

measurement must be less than this value. Typical CMCs

of NMI for voltage amplitude calibration at range 10 to

300 V is about 10 to 30 μV V−1. This is about one order

less than required error of TVE. Because TVE is com-

posed from both amplitude and phase uncertainty, and be-

cause the uncertainty is added as square root of sum of

squares [4], the uncertainty of amplitude can be the minor

component. Thus the uncertainty of phase can be up to

250 μrad (0.0143 ◦). For typical signal frequency of 50 Hz

this results in a maximal possible uncertainty of time mea-

surement 0.8 μs.

IV. ABSOLUTE TIME RESOLUTION USING 1PPS

The 1PPS signal, as generated by a standard of time,

usually has got a short transition time in order of nanosec-

onds. Identification of the beginning of the second depends

on the transition time of the signal, resolution and sampling

rate of the digitizer and error of the algorithm identifying

the actual start of the signal.

The digitizer used in the setup can sample with various

rates from 50 to 15 000 kSa s−1. To achieve error less than
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0.8 μs, the sampling rate has to be at least 1250 kSa s−1.

Sampling rate of 15 MSa s−1 was selected during the mea-

surements.

To calculate absolute time of samples, a simple algo-

rithm have been used. The sampling duration was selected

to sample at least three pulses of the 1PPS signal, i.e. the

length of the record was greater than 3 s. An algorithm

found the maximum of the signal, selected voltage at half

of the maximum and identified rising slopes of the pulses.

Example of identification of a pulse rising slope is shown

in Fig. 3. Fig. 4 shows a series of four pulses in one record

with marks denoting real time second after 16:21:00 of lo-

cal time.
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Fig. 3. Rising slope of one pulse denoting start of second
as sampled by the digitizer. Vertical line denotes identified
start of pulse.
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Fig. 4. Record with four pulses per second with marks de-
noting real time second after 16:21:00 of local time.

Simple linear regression was used to fit the sample in-

dexes of the rising slopes and to obtain information both

on the absolute time of every single sample using inter-

cept of the fit and on the sampling rate using slope of the

fit. The errors of the linear regression were smaller than

1 × 10−15 s for the case of the digitizer locked to a refer-

ence 10 MHz signal. The value of regression errors is at the

level of rounding error, see figure 5. This was a good in-

dication and check of proper detection of the rising slopes

and of working algorithm.
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Fig. 5. Linear regression errors of the rising slopes.

Start of the sampling process was recorded by the con-

trol computer and the information was used to identify the

first pulse of the 1PPS signal and relate it to the actual ab-

solute second of Universal Time Coordinated (UTC). Al-

though operating system Microsoft Windows contain a na-

tive tool providing time synchronization using NTP, the re-

liability was bad with errors repeatably greater than several

seconds. Therefore software NetTime [5] was used to syn-

chronize the computer time and the time errors decreased

to 100 ms or less. However, any error of computer time

smaller than 0.49 s was sufficient to correctly identify the

actual seconds of the absolute time.

V. UNCERTAINTY BUDGET

The uncertainty budget of the described setup is shown

in following tables.

The first table 1 shows uncertainty components affecting

estimation of the phase. The second table 2 shows uncer-

tainty components affecting estimation of the amplitude.

A. Time standard
The uncertainty contributions of the time standard

FS740 are: the error of the time standard, pulse transition

time, jitter, phase accuracy and cable delay. Values of er-

rors were based on the specifications and uncertainty, if

not stated in the specifications, was selected as half of the

maximum error.

B. Transducer
The selected transducer was used to convert PMU cal-

ibrator voltage amplitude from 50 to 240 V to a value

smaller than 5 V range of the digitizer by means of a resis-
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Table 1. Uncertainty budget for absolute phase estimation

Uncertainty source Error or specifications TVE u(TVE)
Contributions of the time standard:

Traceability to national standard of time 0 ± 10 ns 0 3.1 × 10−6

Pulse transition time 1 ± 1 ns 0.31 × 10−6 0.31 × 10−6

Jitter 25 ± 25 ps 0.79 × 10−9 0.79 × 10−9

Phase accuracy 1 ± 1 ns 0.31 × 10−6 0.31 × 10−6

Cable delay, 0.1 m 0.5 ± 0.1 ns 0.173 × 10−6 0.031 × 10−6

Contributions of the transducer:

Phase error 12.61 ± 0.11 m◦ 220.1 × 10−6 1.9 × 10−6

Contributions of the digitizer:

Interchannel phase difference 0 ± 0.1 m◦ 0 1.7 × 10−6

Contributions of data processing:

Pulse start detection 0 ± 33 ns 0 10 × 10−6

Phase estimation error 0 ± 0.1 mrad 0 100 × 10−6

Total phase uncertainty contribution 101 × 10−6

Table 2. Uncertainty budget for amplitude estimation

Uncertainty source Error or specifications TVE u(TVE)
Transducer ratio error 17 ± 22 μV V−1 17 × 10−6 22 × 10−6

Digitizer gain error −263 ± 42 μV 404 × 10−6 64 × 10−6

Digitizer gain stability (10 minutes) 0 ± 10 μV V−1 0 10 × 10−6

Algorithm error 0 ± 10 μV V−1 0 10 × 10−6

Total amplitude uncertainty contribution 69 × 10−6

tive divider. The transducer was built in Czech Metrology

Institute. Calibration of a transducer was already described

in several papers and is out of focus of this paper [6]. The

transducer was calibrated for amplitude ratio at expected

signal frequency (approx. 50 Hz) and at defined impedance

load at the output. The impedance was determined by the

input impedance of the digitizer and a cable connecting the

transducer and the digitizer. The error and uncertainty of

the transducer was based on the calibration certificate.

C. Digitizer
Amplitude error of the digitizer was calibrated using

methods already published [7]–[10]. The error and uncer-

tainty of the digitizer was based on the calibration certifi-

cate. Stability of the digitizer was based on [9]. Because

the time of the samples was estimated using the first digi-

tizer channel, and the synchrophasor was estimated using

the second channel, the phase error between both chan-

nels had to be estimated. The error was measured by us-

ing a signal of an AC source. The signal was split using

T cable connection and lead to both digitizer channels at

once. Next a phase of the AC waveform was calculated for

both channels. Difference between the two phase values

resulted in the inter-channel phase error.

D. Data processing
Sampled ac waveform had to be processed by an algo-

rithm to obtain amplitude and phase and to calculate the

synchrophasor. Three main groups of algorithms exists.

Based on the algorithm comparisons [11], [12], the PSFE

algorithm have been selected to process the sampled data.

Using simulations and studies already presented in [13],

[14] and tests published in [15], [16] the algorithm error of

phase estimation is expected to be less than 0.1 mrad and

for amplitude estimation less than 10 μV V−1 for sampling

frequency 15 MSa s−1, records longer than 10 periods of

the signal, and coherent sampling.

VI. CALIBRATION OF PMU CALIBRATOR

The PMU calibrator was set to generate simple three-

phase sine waves of nominal amplitude 230 V and nominal

frequency 50 Hz. The signals were sampled one phase af-

ter another. Tab. 3 shows the measured phase errors and

TVE values. Specifications of the Fluke system for TVE

is 0.1 %, so the PMU calibrator is well in the specifica-

tions. The total uncertainty of the measurement setup is

well below required 0.025 % (250 × 10−6) so the target un-

certainty was achieved. The measured data were published

in [17].
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Table 3. Measured TVE of a three phase PMU calibrator.

TVE (×106)

Phase 1 192 ± 122

Phase 2 4 ± 122

Phase 3 133 ± 122

VII. DISCUSSION

The presented paper shows an easy method to trace the

sampled records to the absolute time. Simple reference

PMU system was set up and the presented method was

used to calibrate a PMU calibrator. The system and the

method circumvents the need to buy costly time synchro-

nization time units used in other reference PMU meters.

The uncertainty contribution to the TVE caused by phase

errors was estimated to be 101 × 10−6 (0.0101 %).

The presented system does not implement full online

reference PMU meter because of the many complexities of

the real PMU meter fulfilling whole IEEE standard. The

purpose of the system was only to measure synchropha-

sor using fully traceable methods and devices and to estab-

lish a direct traceability link between national standards of

time, voltage and PMU calibrator.

VIII. ACKNOWLEDGEMENT

This research was done in the scope of the Quan-

tumPower (19RPT01) project, which have received fund-

ing from the EMPIR programme co-financed by the Par-

ticipating States and from the European Union’s Horizon

2020 research and innovation programme.

IX. REFERENCES

[1] C37.118.1-2011 - IEEE Standard for Synchropha-
sor Measurements for Power Systems, Dec. 28,

2011.

[2] J.-P. Braun and C. Mester, “Reference grade calibra-

tor for the testing of the dynamic behavior of pha-

sor measurement units”, in 2012 Conference on Pre-
cision Electromagnetic Measurements, Jul. 2012,

pp. 410–411. DOI: 10 . 1109 / CPEM . 2012 .
6250977.

[3] H. Ndilimabaka and I. Blanc, “Development of a

reference Phasor Measurement Unit (PMU) for the

monitoring and control of grid stability and quality”,

EPJ Web of Conferences, vol. 77, p. 00 009, 2014,

ISSN: 2100-014X. DOI: 10 . 1051 / epjconf /
20147700009.

[4] JCGM, Evaluation of measurement data - Supple-
ment 1 to the “Guide to the expression of uncer-
tainty in measurement” - Propagation of distribu-
tions using a Monte Carlo method, JCGM, Ed. Bu-

reau International des Poids et Measures, 2008.

[5] Graham Mainwaring and Mark Griffiths, NetTime
- Network Time Synchronization Tool. [Online].

Available: https://www.timesynctool.
com.

[6] S. Mašlán, M. Šíra, and V. Nováková Zachovalová,

“Design, stability analysis and uncertainty contri-

bution of a voltage divider designed for a phase

meter”, in Proceedings of the 20 Th IMEKO TC4
International Symposium “Research on Electrical
and Electronic Measurement for the Economic Up-
turn” and 18th IMEKO TC-4 International Work-
shop on ADC and DAC Modelling and Testing, Ben-

evento, Italy, Sep. 2014, pp. 942–946, ISBN: 978-

92-990073-2-7.

[7] T. R. McComb, J. Kuffel, and R. Malewski, “Mea-

suring characteristics of the fastest commercially-

available digitizers”, Power Delivery, IEEE Trans-
actions on, vol. 2, no. 3, pp. 661–670, 1987.

[8] G. Rietveld, D. Zhao, C. Kramer, E. Houtzager, O.

Kristensen, C. de Leffe, and T. Lippert, “Charac-

terization of a Wideband Digitizer for Power Mea-

surements up to 1 MHz”, IEEE Transactions on
Instrumentation and Measurement, vol. 60, no. 7,

pp. 2195–2201, Jul. 2011, ISSN: 0018-9456, 1557-

9662. DOI: 10.1109/TIM.2011.2117330.

[9] M. Šíra, O. Kieler, and R. Behr, “A Novel Method

for Calibration of ADC Using JAWS”, in 2018
Conference on Precision Electromagnetic Measure-
ments (CPEM 2018), Paris, France: IEEE, Jul.

2018, pp. 1–2, ISBN: 978-1-5386-0973-6. DOI: 10.
1109/CPEM.2018.8501009.

[10] R. Lapuh, Sampling with 3458A: Understanding,
Programming, Sampling and Signal Processing, 1st.

Ljubljana: Left Right d.o.o., 2018, ISBN: 978-961-

94476-0-4.

[11] D. Slepicka, D. Agrez, R. Lapuh, E. Nunzi, D. Petri,

T. Radil, J. Schoukens, and M. Sedlacek, “Compar-

ison of nonparametric frequency estimators”, in In-
strumentation and Measurement Technology Con-
ference (I2MTC), 2010 IEEE, IEEE, 2010, pp. 73–

77.

[12] R. Lapuh, “Estimating the fundamental compo-

nent of harmonically distorted signals from non-

coherently sampled data”, IEEE Transactions on
Instrumentation and Measurement, vol. 64, no. 6,

pp. 1419–1424, Jun. 2015, ISSN: 0018-9456. DOI:

10.1109/TIM.2015.2401211.
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