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Abstract – In this article, a coffee beans fraud detection 

based on a deep learning approach is proposed, which 

has been achieved after classifying the two coffee 

varieties to distinguish them in a real-time industrial 

scenario. The coffee bean quality is typically defined by 

visual inspection, which is subjective, needing 

significant effort and time, and susceptible to fault 

detection. For these reasons, a different method is 

required to be objective and precise. Therefore, object 

detection techniques were employed to automatically 

classify the coffee bean samples according to their 

specie using an own dataset consisting of over 2500 

coffee beans. Furthermore, a convolutional neural 

network (CNN) based on the YOLO algorithm was 

employed to categorize the coffee beans automatically. 

The result of this study has revealed that the object 

detection technique could be used as an effective 

method to classify coffee bean species and discover food 

fraud. 
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 I. INTRODUCTION 

Coffee is a beverage obtained by roasting and grinding the 

seeds of certain species of tropical trees, Coffea, belonging 

to the botanical family of Rubiaceae. 

In the world, more than hundreds of species of Coffea 

exist, however, there are about ten commercially useful 

ones, which differ in some characteristics, such as plant 

height, flower fragrance, caffeine content, and size and 

color of the seeds. Since the most widespread and 

cultivated species are 'Coffea Arabica' and 'Coffea 

Canephora', better known as 'Robusta', the following 

study focused on the classification and the extraction of the 

major features of the mentioned species. 

As the second most popular beverage behind water, the 

industry of coffee has generated a significant economy of 

its own, and, as often happens when the market is 

relatively large, the coffee industry is not free from 

misdeeds towards consumers who use blending the two 

species. In fact, Arabica is harder to grow and is generally 

considered higher quality; Robusta, on the other hand, is 

lower quality, though it is easier to grow. The economic 

benefits of selling Arabica versus Robusta have favoured 

coffee fraud. In recent years, European Union and other 

regions of the world are the stage for serious cases of fraud 

concerning Arabica coffee [1]. For these reasons, 

nowadays coffee identification and classification have 

become important issues since its variety is a key 

concerned factor in coffee trading and consumption. 

According to that, Figure 1 shows one of the possible use 

cases of the proposed classification method: starting from 

a mixture of Robusta and Arabica varieties, each coffee 

bean is detected and recognised with the respective anchor 

box (red box for Arabica coffee and pink box for Robusta 

coffee). 

 

 

The wording "100% Arabica" is not a coffee quality 

assurance, it is simply stating that the contents are Arabica 

beans as opposed to Robusta beans. In this regard, in 2018 

the Quadram Institute conducted a study [2] whose results 

Figure 1. Mixture of Robusta and Arabica coffee beans. 
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confirm that a consistent percentage (5-20%) of pure 

Arabica coffee contains substantial traces of Robusta. 

However, identifying Arabica versus Robusta coffee is no 

easy task. Arabica beans are oval, have a pronounced 

center crease, and are generally larger, while Robusta ones 

are paler, center crease is less pronounced, more circular, 

and generally smaller, but, once the beans have been 

roasted and ground up, human visual inspections and 

computer vision are often useless worsening the detection 

probability. 

Several analytical techniques can be used to discern the 

differences between Arabica and Robusta, including, 

machine learning approaches [3], molecular genetics 

approaches [4], [5], nuclear magnetic resonance 

spectroscopy [6]-[8], liquid- and gas chromatography-

mass spectrometry [9], [10] among others. Also, laser-

induced breakdown spectroscopy (LIBS) [11], Raman 

spectroscopy [12], and vibrational techniques like mid-

infrared (MIRS) [13] and near-infrared spectroscopies 

(NIRS) [14] can provide direct, non-destructive, and rapid 

measurements. Although the approaches mentioned above 

are effective and mature for the coffee quality assessment, 

they are expensive or complex due to the expensive 

equipment and complex measurement process. In addition, 

even if all these procedures can offer high sensitivity and 

thus be appropriate for a confirmatory examination of 

suspect fraudulent beans, the application of these methods 

would not be reasonable for the quick screening and 

checking of coffee authenticity. 

Moreover, coffee roasters and coffee distributors often 

blend different varieties of coffee beans to create a specific 

and consistent flavor profile. These blends are formulated 

from different specific varieties of beans, and suppliers 

compete to create new and distinct blends. As a result, the 

batches of beans come from different suppliers, and their 

identity must be confirmed before they can be inventoried. 

Including the wrong grain-type can change the final 

product's flavor profile and lead to consumer 

dissatisfaction. Each incoming batch or lot for blending 

must also be checked for physical contaminants such as 

plant material, pebbles, and other materials. 

In this article, a coffee beans fraud detection based on a 

deep learning approach is proposed, which has been 

achieved after classifying the two coffee species to 

distinguish them in a real-time industrial scenario. 

 II. DESCRIPTION OF THE METHOD 

To describe the methodologies and the setup, it is first 

necessary to summarize the process:  

 

• Investigating on morphological characteristics of 

varieties such as shape, size, and color of the coffee 

beans 

• Extracting features from the image, using a neural 

network that suits to a classification of different 

varieties  

• Measure the performance of the neural network 

created.  

To acquire the pictures, the "DFK 23G445 - GigE" camera 

was used, with 1.2 MP, equipped with Sony ICX445AQA, 

a diagonal 6.0mm (Type 1/3) interline CCD sensor. The 

camera has been mounted on a fixed stand that ensures 

stable support, preventing movement in any direction. The 

camera was placed at a distance of 340 mm from the table 

to get images clearly.  

 

 

Figure 2. Measurement setup. 

 

The coffee beans were positioned on a whiteboard to 

remove the background during the analysis easily. The 

coffee beans were tidily arranged on the plane so they did 

not touch each other to make preliminary segmentation 

easier. To obtain uniform lightning, it was used a 100 W 

incandescent lamp. The images were taken at 1280x960 

pixels; the camera was mastered using a MATLAB script 

running on a laptop, that also provides to separate and crop 

the single coffee beans from the complete pictures. The 

measurement setup is shown in the Figure 2.  

To create the dataset, four different 100 grams of coffee 

beans were used below listed: 

• Ethiopia Sidamo, Arabica (Heirloom), cultivated at an 

altitude of 1900/2000 m 

• Guatemala Shb, Arabica (Caturra), cultivated at an 

altitude of over 1300 m 

• Tanzania Superior, Robusta, cultivated at an altitude 

of 1200/1500 m 

• Indonesia Flores, Robusta, cultivated at an altitude of 

800/1200 m. 

Once created, the dataset contains 144 complete pictures 

and more than 2500 coffee beans. The 80% of this dataset 
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was used for training and the residual 20% for validation. 

Image classification, used to extract features from beans, 

goes through incremental levels of complexity. The 

objectives are to assign each object to its own category, 

draw bounding boxes and calculate the probability of error.  

YOLO (You Only Look Once) and SSD (Single Shot 

Multibox Detector) family algorithms are the two best-

known examples of object detection methods. For the 

purpose, a YOLOv5 [15] algorithm was used, employing 

convolutional neural networks (CNN) to detect objects in 

real-time. YOLO was chosen for its speed, high accuracy 

and learning capabilities [16], [17]. The algorithm splits 

each image (size 960 x 960) into cells using a 30 x 30 grid, 

where each cell is responsible for the predicting of 3 

bounding boxes, as in Figure 3. In order to recognize 

objects faster and to ensure real-time recognition, the 

accuracy is reduced.  

 

 

Figure 3. Image size reduction. 

 

Each of the grid cells in the image is matched with the class 

with the highest probability. Then, the next step is non-

max suppression, which allows the algorithm to discard 

unnecessary anchor boxes. Once selection the highest-

class probability, YOLO determines the Intersection over 

Union, 𝐼𝑜𝑈, for all the bounding boxes, given in Eq. 1: 

 

𝐼𝑜𝑈 =  
𝐵1 ∩ 𝐵2

𝐵1 ∪ 𝐵2
 Eq. 1 

 

Class confidence scores for each bounding box respond to:  

Pr (𝐶𝑙𝑎𝑠𝑠𝑖) ∗  𝐼𝑜𝑈𝑝𝑟𝑒𝑑
𝑡𝑟𝑢𝑡ℎ Eq.  2 

Eq.  2 is given by multiplying the conditional class 

probabilities by the confidence predictions of the 

individual boxes [18].  

 

YOLOv5 is a single-stage object detector, the main part of 

which consists of: 

• model Backbone 

• model Neck 

• model Head 

To extract important features from the pictures, in 

YOLOv5 Cross Stage Partial Networks (CSP) was used as 

a model Backbone [19]. The model Neck is used to 

generate feature pyramids to help the network recognize 

the same object with different sizes and scales; YOLOv5 

uses PANet for this purpose [20]. In YOLO, Feature 

Pyramid Network (FPN) is a feature extractor projected for 

accuracy and speed,  replacing the feature extractor of 

detectors, for example Faster R-CNN, generating a multu-

scale feature maps with an improvement in quality of 

information than the normal feature pyramid. 

 

The last detection part uses the model Head, which 

generates final vectors with class probabilities, confidence 

scores and bounding boxes to show where the objects are 

located, YOLOv5 uses the same model Head as the 

previous YOLO version.  

YOLOv5 authors [15] decided to use the Leaky ReLU and 

Sigmoid activation function, which is the most crucial 

choice of deep neural networks. 

Two kinds of optimization functions could be used in  

YOLOv5: 

• SGD [21] 

• Adam [22] 

By default, the optimization function for training is SGD. 

The SGD is an optimizer which is a variant of gradient 

descent, it does not compute on the whole dataset but only 

on a subset, producing a good performance as a gradient 

descent. Adam, instead, is an algorithm for gradient-based 

optimization of stochastic objective functions, which 

combines two SGD extensions (RMSProp and AdaGrad). 

It was decided to use SGD despite the popularity of Adam 

because it sometimes fails to converge on an optimal 

solution. 

 

The  training of YOLO model was made using Nvidia 

RTX 8000 with a memory size of 48 GB and Compute 

Figure 4. MATLAB algorithm 
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Unified Device Architecture (CUDA) graphic features. 

The procedure consists of the following steps: 

• Acquiring pictures using MATLAB script 

• Elaborating the picture to split and crop the coffee 

beans 

• Building the dataset suitable to YOLO algorithm  

• Training neural networks using Python 

• Using Python to validate and to measure the network 

performances. 

 

 III. RESULTS AND DISCUSSIONS 

Images were acquired in accordance with the approach 

described in the previous section; using appropriate 

processing techniques, grains with a correct detection rate 

of 98% were extracted. 

To build the dataset  it was used MATLAB; the flow chart 

of the algorithm was reported in Figure 4. 

Then, a convolutional neural network was trained with the 

YOLO algorithm using Python programming language. 

The algorithm consists of three steps: training, validation 

and testing.  

 

The training was made using a PC with a GPU using 

CUDA, as described above, on 250 epochs and the results 

are described below. 

The metrics to be taken into account are: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃 +  𝐹𝑃)
 Eq. 3 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
 Eq. 4 

 

where 𝑇𝑃 stands for true positives (good prediction), 𝐹𝑁 

means false negatives (failure to predict an object ) and 𝐹𝑃 

is related to false positives (incorrect positive prediction). 

Precision indicates what proportion of positive 

identifications is actually correct. Recall, also known as 

sensitivity, instead, indicates what proportion of actual 

positives is identified correctly. The area under the 

precision-recall curve is the general definition for the mean 

Average Precision (mAP). The best coefficients in terms 

of precision, recall and mAP, obtained from the validation 

test, are reported in Table 1. In particular, for the mean 

Average Precision two values are shown: mAP@0.5 

means the mAP with 𝐼𝑜𝑈 threshold equals to 0.50, 

whereas mAP@0.5-0.95 corresponds to the average mAP 

for 𝐼𝑜𝑈 from 0.5 to 0.95 with a step size of 0.05 [23].  

The testing step was evaluated on photos not in the dataset, 

whose variety arrangement is known (odd rows Robusta, 

even rows Arabica). The image returned from the network 

contains information regarding the individual bean (label 

and confidence interval). Label '0' indicates Arabica 

quality, whereas label '1' indicates Robusta. Figure 6 

shows an example of network results in which grain 

detection and class assignment with high confidence 

intervals are appreciated.  

The results of the trained network are summarized in the 

confusion matrix shown in Figure 5.As can be seen from 

the matrix, the trained network correctly identifies the two 

coffee varieties minimizing the false positive and true 

negative, according to the optimal coefficients from the 

validation in Table 1. 

 

Table 1. Optimal coefficients from the validation. 

 

 

Table 2 contains the results, in terms of error percentage, 

of tests performed on 100 grains for each variety described 

above. 

Precision Recall mAP@0.5 mAP@0.5-0.95 

0.99 0.99 0.99 0.94 

Figure 5. The outcome of YOLO detection 

Figure 6. Confusion matrix 
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Table 2. Analysis of different varieties. 

 

 

Figure 7 shows the graphs of performance characteristics 

during training and validation in terms of losses and 

metrics. YOLO loss function is composed of three parts: 

box_loss (bounding box regression loss), obj_loss 

(objectness loss) and cls_loss (classification loss). In this 

figure, the images in the top row refer to the performance 

of the model for the training set, while the images in the 

bottom row refer to the performance of the model using the 

validation set. From these images, it can be seen that the 

loss in the detection of coffee beans in the training set 

reached the minimum value after approximately 250 

epochs. The loss in the detection of coffee beans in the 

validation set had about the same behaviour. The number 

of epochs was chosen as a compromise between training 

time and the best data results before overfitting. 

 

Moreover, a 5-fold cross validation is used to measure the 

performance of the machine learning model, in order to 

estimate how the model is expected to perform on data not 

used during the training of the model. This approach 

involves randomly dividing the set of observations into 5 

groups, or folds, of approximately equal size. Since the 

80% of images are included in the training set and the 

remaining part in the validation one, this means that 1 fold 

is treated as a validation set whereas the method is trained 

on the remaining 4 folds. This procedure is consists of 

considering the following 5 configurations given as: 

• Round 1: trained on folds 1-2-3-4, validated on fold 5 

• Round 2: trained on folds 1-2-3-5, validated on fold 4 

• Round 3: trained on folds 1-2-4-5, validated on fold 3 

• Round 4: trained on folds 1-3-4-5, validated on fold 2 

• Round 5: trained on folds 2-3-4-5, validated on fold 1 

 

Table 3. Maximum values of mAP@0.5-0.95 for each 

round of the 5-fold cross validation method. 

Round 1 Round 2 Round 3 Round 4 Round 5 

0.929 0.943 0.947 0.932 0.950 

 

The maximum values of mAP@0.5-0.95 obtained from 

each round of the 5-fold cross validation method are 

summarized in Table 3. Starting from these values, statistic 

parameters, such as mean (𝜇 = 0.940) and variance (𝜎2 =
8.570 × 10−5) , are calculated. Based on these results, it 

is possible to assert that the model performances are 

promising for the recognition of coffee beans varieties. 

 IV. CONCLUSIONS 

This paper introduces a convolutional neural network 

(CNN) approach for coffee bean detection and 

 
Grains 

 

Error 

[%] 

Mean Score 

[%] 

Arabica 

Ethiopia 

Sidamo 
100 5 93 

Guatemala 

Shb 
100 4 92 

Robusta 

Tanzania 

Superior 
100 8 91 

Indonesia 

Flores 
100 3 94 

Figure 7: The progress in the performance of the proposed model. 
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classification. The algorithm can automatically classify the 

species of coffee via the bean images. The experimental 

result indicates that the YOLO algorithm can correctly 

distinguish coffee species.  

The proposed method can be improved by expanding the 

coffee dataset, both in terms of the number of bean photos 

for each variety and by introducing other varieties, so that 

the network has more sources from which to extract 

characteristics and features to refine the predictive 

capability. As mentioned in the introduction, once the 

network has been trained with a high degree of confidence, 

further perspectives could be engineering, not only in 

industrial applications, but also in the private sector, in 

order to detect fraud and guarantee the quality of coffee to 

consumers.   

In conclusion, the results of this study have revealed that 

the object detection technique could be used as an effective 

method to classify coffee bean species and fight food 

fraud. 
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