WEB SIMILARITY MEASUREMENTS USING ANT – BASED SEARCH ALGORITHM
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Abstract: In this paper, a web search algorithm is proposed, which aims to enhance the amount of the relevant information in respect to a user’s query. The proposed algorithm is based on the Ant Colony Optimization algorithm (ACO), employing in parallel document similarity issues from the field of information retrieval. Ant Colony Optimization algorithms were inspired through the observation of ant colonies. In our approach, ants are used as agents through Internet, which are capable of collecting information in each node they visit and generate routing paths through the web. The term similarity [1] is used to describe documents with contiguous content.
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1. INTRODUCTION

A rapid growth of Internet activity is observed in the last years, especially concerning WEB applications and information dissemination for many topics [2]. Unfortunately, the chaotic structure of the wild WEB makes the search of specific information at least ineffective [3]. Search engines, like Google, remarkably improved the web search but some weaknesses still remain unresolved. High percentage of irrelevant returned results, or the reproduction of information, is very frequent in a simple query based search, in the WEB. Our system proposes an alternative way to distil and categorize the search results. Ant colony algorithms were initially used to give solutions in combinatorial problems such as the well known “Traveling Salesman Problem” [4]. However, the use of the ACO algorithms is expanded in other scientific areas like data mining [5] and, more recently, web search [6].

In our approach we suggest a modification over an ACO algorithm, which was firstly proposed by Dorigo and Maniezzo and described in reference [7]. The similarity measurement, as defined by Broder A. et all [1] and Fetterly D. et all [8], will be used for the recognition of the duplicated information.

2. DESCRIPTION OF THE ALGORITHM

The proposed algorithmic procedure is based on the following concept. An information source (web page or site) should probably lead to another information source, with a common content. Every Web page that contains relevant information is set as a starting point. Ant colony algorithms are used to direct the search from the starting point to a destination point which is another web page, linked in a close depth to the starting point. Initially, starting points are defined as the query results of a search engine like Google. The algorithm is executed for each starting point. If a web page with similar or identical content is discovered, it is defined as destination point. When a destination point is recognized, it is defined as starting point and the algorithm is repeated. The main scope of the proposed system is to group similar information. There are two main routines in the proposed algorithm, which are the ant based search algorithm and the Similarity factor.

2.1. Ant based search algorithm

The basic concept of ant colony algorithms was inspired by the observation of swarm colonies, specifically ants [9]. Since most species of ants are blind, they deposit a chemical substance called pheromone to find their way to the food source and back to their colony [10], [11]. The pheromone evaporates over time. It has been shown experimentally that the pheromone trail leads to the detection of shortest paths [12]. For example, a set of ants, initially, create a path to the food source. An obstacle with two ends is placed in their way, with one end more distant than the other. In the beginning, equal numbers of ants spread around the two ends of the obstacle. The ants, which choose the path of the nearer end of the obstacle, return before the others. The pheromone deposited on the shortest path increases more rapidly than the pheromone deposited on the longer one. Finally, as more ants use the shortest path, the pheromone of the longest path evaporates and the path disappears. In artificial life, the Ant Colony Optimization (ACO) uses artificial ants, called agents, to find solutions to difficult combinatorial optimization problems [7], [4]. ACO algorithms are based on the following concept. Each path followed by an ant is associated with a candidate solution to a given problem. The amount of pheromone deposited on a path followed by an ant is proportional to the quality of the corresponding candidate solution for the target problem.
Finally, when an ant has to choose between two or more paths, those with the larger amount of pheromone have a greater probability of being chosen by the ant.

In our approach, we propose a modification of the ACO algorithm (Dorigo M. et all [7]). In this algorithm each artificial ant employs the following properties:

- Each ant is capable of carrying memory (pheromone based).
- The node selection is based on pheromone level deposited in each node.
- Each ant has a maximum number of nodes that can visit before discovering a destination node.
- All ants start from a starting node.
- Each ant uses the similarity factor to define (calculate) the document identity as described below.

The figure 1 illustrates the pseudo – code of the algorithm. In order to initialize our model we introduce the following parameters:

- The parameter NoA establishes the number of ants.
- An initial pheromone value equal to IPV, is set in every node added in search = IPV.
- Maximum number of nodes should visit each ant = Nmax.
- For i=0 to NoIterations
  - For j=0 to NoAnts
    - Init_ant
    - Select_Next_Node(j)
    - Query_Visited_Node(j, q')
    - visited nodes(j)++
    - Until (visited nodes(j) = Nmax) or (visited nodes(j) = Nmax) or
    - Calculate route(j)
    - Set Visited_node to Destination_List
  - End for
  - Short Destination_List
  - Update pheromone
  - End for
- Set Start_List = Destination_List

In Equation 3, Q is a constant and $S_{MAX}^k$ is the maximum similarity value the ant meets on its tour. It is calculated according to Equation 7 and described in the next paragraph. The coefficient $\rho$ must be set to a value lower than 1 to avoid unlimited accumulation of trail pheromone. An initial pheromone value equal to IPV is set when every new node is added to the search area. In order to satisfy the constraint that an ant doesn’t revisit a visited node, each ant is associated with a data structure called the vlist, that saves the nodes already visited and forbids the ant to visit them again before a tour has been completed. When a tour is completed, the vlist is used to compute the ant’s current solution (i.e., the node with the maximum value of similarity factor). The vlist is then emptied and the ant is free to choose again.

$$ P_y = \frac{\tau_j \cdot h_y}{\sum_{k \in \text{allowed}_k} \tau_k \cdot h_{kj}} $$

Where $h_y$ is the accessibility of node $j$ from node $i$ and is given by Equation 5.

$$ h_{y} = \begin{cases} 1 & \text{if node } j \text{ is directly linked from node } i \\ 0 & \text{otherwise} \end{cases} $$

$$ N_a = \frac{\sum_{n=1}^{1k} (n \cdot S_n)}{\sum_{n=1}^{1m} n \cdot N_{MAX}} $$

The transition probability from node $i$ to node $j$ for the kth ant is defined at Equation 4, where \text{allowed}_k = \{\text{Nodes can be visited - vlist}\}. Therefore the transition probability is a trade-off between accessibility (which states that only directly linked nodes should be chosen) and pheromone level at time $t$ (which states that if this node was previously...
selected then this node is highly desirable, thus implementing the autocatalytic process).

Each ant has a specific number of nodes that it can visit. This number defines the depth search of each ant. If an ant follows a path of links which contains nodes with high values of similarity, the ant has the ability to continue its search deeper. If an ant chooses a path of nodes with low values of similarity the search will stop shortly. The last visited nodes, are assigned higher priority values as far as their significance is concerned. The total number of visited nodes for each ant must not exceed a maximum value \( N_{\text{max}} \). The expected number of nodes that each ant can visit is given by Equation 6 where \( V_n \) is the number of visited nodes and \( S_n \) is the similarity value of node \( n \).

### 2.2. The Similarity Factor

The similarity factor is used to recognize the relevancy of the content. For the respective investigation we used the algorithm described in [1] and [8]. This similarity factor is based on syntactic properties of the document and is applicable to any kind of documents. In our approach the content of web pages is defined as the document.

Let’s suppose that there is an \( N \)-word document. Every single word of the document is ordered to be the start of a \( k \)-word sequence. Consequently, the document is represented as a set of \( N \)-word subsequences and each subsequence is a set of \( k \) contiguous words. Two identical documents have exactly the same set of subsequences. Two utterly different documents have no common subsequences. The similarity of two documents is defined as:

\[
S_{i,2}^k = \frac{S_{1}^k \cap S_{2}^k}{S_{1}^k \cup S_{2}^k}, \quad 0 \leq S_{i,2}^k \leq 1
\]

(7)

Where \( S_i \) is the number of subsequences appearing in the first document, \( S_j \) is the number of subsequences appearing in the second document and \( k \) is the word length for every subsequence.

The \( k \) parameter controls the sensitivity of the similarity factor. The larger the value of the parameter \( k \), the higher the sensitivity of similarity. For example, let’s suppose that there are two \( N \)-word documents which differ in one single word. Each document has \( N \) subsequences and each subsequence has \( k \) words. Each single word appears in \( k \) subsequences. Thus, the number of subsequences appearing in both documents is equal to \( (N - k) \) and the total number of subsequences existing in both documents is \( (N + k) \). The value of similarity factor is \( (N - k)/(N + k) \). If the value of the parameter \( k \) is set equal to \( N \) then the value of similarity is equal to zero. On the other hand, if \( k = 1 \) then \( s = 1 \) \((N>>1)\), which means, that we have a word to word comparison between these documents.

### 3. RESULTS

We evaluated our algorithm with different training sets. Each training set is a crawled part of different web areas.

In the proposed algorithm, a set of parameters should be fine tuned. These parameters are: \( \text{NoA} \), \( \text{IPV} \), \( N_{\text{max}} \), \( \rho \), \( \text{NoIterations} \) and \( k \).

The number of ants \( \text{NoA} \) does not seem to be a critical parameter. Also the participation of the parameters \( \text{IPV} \) and \( \rho \) in the accuracy of the algorithm is very low. On the other hand, higher values of the parameters \( N_{\text{max}} \) and \( \text{NoIterations} \) lead the algorithm to higher accuracy. Of course, the higher the values of these parameters the higher the execution time of the algorithm. The most crucial parameter is the value of the parameter \( k \). Low values of the parameter \( k \) mean that a simple word comparison between two documents occurs and the algorithm cannot distinguish the relevant documents from irrelevant and finally the search is flooded with irrelevant documents. Using high values of this parameter, the algorithm fails to recognize the relevant documents. In our experiments, the value of parameter \( k \) was set to 60%.

### Table 1. Results of the algorithm implementation.

<table>
<thead>
<tr>
<th>Total nodes</th>
<th>Relevant nodes</th>
<th>Percent of visits (%)</th>
<th>Visited nodes</th>
<th>Relevant nodes found</th>
<th>Percent found (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>140594</td>
<td>721</td>
<td>64,1</td>
<td>90128</td>
<td>623</td>
</tr>
<tr>
<td>2</td>
<td>12329</td>
<td>125</td>
<td>35,6</td>
<td>4395</td>
<td>96</td>
</tr>
<tr>
<td>3</td>
<td>19553</td>
<td>209</td>
<td>64,8</td>
<td>12679</td>
<td>145</td>
</tr>
<tr>
<td>4</td>
<td>192155</td>
<td>1471</td>
<td>74,8</td>
<td>143689</td>
<td>1136</td>
</tr>
<tr>
<td>5</td>
<td>2551</td>
<td>38</td>
<td>66,2</td>
<td>1690</td>
<td>32</td>
</tr>
<tr>
<td>Average</td>
<td>61,1</td>
<td></td>
<td></td>
<td>78,8</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 illustrates the results of the algorithm execution. As it is shown, the effectiveness of the algorithm is satisfying (about 79%). The different accuracy range of the algorithm in the training set is proportional to the structure of the net. The algorithm has better results in a net with high number of edges (links) per node, as it occurs in the 1st and the 5th training set. On the other hand, when the number of edges per node is low, the accuracy of the algorithm decreases, as in the 3rd training set. Another point is that the algorithm visited 61% of total pages of the training set.

### 4. CONCLUSIONS – FUTURE WORK

In this paper, a web search algorithm is proposed. The algorithm was inspired through the movement of real ants. Despite some weaknesses like the sensitivity in the values of parameter \( k \), the algorithm seems to succeed in web search. Furthermore, the effectiveness of the algorithm in the large training set was remarkable. A future work is to apply the algorithm to a query based search engine. Our scope is to enhance the results of a query based search using term based document recognition instead of the similarity factor to minimize the complexity of the algorithm.
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