Autonomous navigation of mobile robots: from basic sensing to problem solving
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Abstract – Autonomous navigation is a complex task that requires both sensing capabilities to react to sudden environmental changes or map the environment and reasoning to schedule the next action to perform. Starting from basic sensing technology used in the majority of mobile robotic systems, the introduction of sensor fusion techniques allows to obtain useful information to solve the localization, mapping and navigation problems. Applications of these methods to achieve specific robot capabilities will be presented starting from object detection and recognition, passing to scene classification and ending with an industrial related application: the visual inspection of industrial facilities by means of a flying vehicle.

I. INTRODUCTION

In the last years the field of mobile robotics is transitioning from user-teleoperated systems to completely or semi-autonomous systems. An autonomous robot is a robot that performs behaviors or tasks with a high degree of autonomy, which is particularly desirable in cases like environments exploration, in activities that are potentially dangerous for humans, or again in applications where the robot performs better or in a shorter period of time.

To achieve autonomous navigation and intelligent behavior in robots, it is necessary to solve specific problems: starting from the well-known mobile robotics questions “Where am I?” and “How can I reach a specific location?”.

Such questions are related to the localization, mapping, relocation and path planning problems that require reactive behaviors of the robots like collision avoidance, location reaching, following a target and so on and robot capabilities like moving objects detection, people recognition, place classification, etc.

In general a fully autonomous robot should be able to gain information about the surrounding environment, work for an extended period of time without human intervention and possibly avoid situations that are harmful to people, property, or itself. An autonomous robot should also be able to learn or gain new knowledge to adapt to surroundings changes. To fulfill all these capabilities, the robot requires several proprioceptive and exteroceptive sensors.

Proprioception, or sensing one’s own internal status, is required for robots to work autonomously near people and in harsh environments. Common proprioceptive sensors include thermal, optical, electrical and haptic sensing. Exteroception is sensing things about the environment. Autonomous robots must have a range of environmental sensors to perform their task while keeping an adequate level of knowledge and safety. Common exteroceptive sensors include the electromagnetic, sound, touch, chemical, temperature, range, pressure, and altitude sensors. All these sensors cannot work independently but their measures should be fused to obtain good estimation of environmental and internal variables.

The paper presents possible approaches to solve the autonomous navigation problems and the specific solutions to obtain the required robotic capabilities. Section ii. will introduce a short state of the art on localization and mapping techniques introducing both indoor and outdoor navigation. In section iii. a possible approach to obtain autonomous navigation will be introduced. Section iv. will present specific implementations to achieve the required sensing capabilities. The last section will present the final
considerations and conclusions.

II. STATE OF THE ART

To obtain autonomous navigation, the robot requires to solve the localization problem and to have at least the capability to navigate point-to-point. Starting in the 1970s with wire-guidance and progressed in the early 2000s to beacon-based triangulation, current state of the art robots autonomously navigate based on sensing natural features. At first, autonomous navigation was based on planar sensors, such as laser range-finders, that can only sense at one level. Nowadays, most advanced systems fuse information gained from various sensors for both localization (position) and navigation purposes. Sensor fusion is the key technique to obtain precise positioning and good mapping capabilities as well as exact scene understanding. Many techniques are used in literature for the position estimation. Basically they fuse the odometric information, the inertial measurements and the range sensor readings by means of a state observer or Kalman filter. Algorithms based on scan matching [18] employ all the data coming from range scanners to generate a local map and then measure the motion occurred between consecutive scanned maps computing the minimum error coordinate transformation. SLAM (Self Localization And Mapping) algorithms based on grid mapping [8] make uses of a small number of particles which contain each a map represented as an occupancy matrix. These maps represent free and occupied space on a probabilistic base. Feature based SLAM algorithms [7] work on high level information (i.e. features) that are few in number with respect to sensors acquisitions and thus the computational load is reduced. The map representation is reduced as well. More recently, visual odometry algorithms [17] are based on feature extraction and on the association of these features between successive frames. The identification of such features is performed with vision algorithms like SURF [5] or SIFT [6] that identifies points or points clusters with an associated descriptor. Analyzing the motion of these features it is possible to estimate the motion of the camera and at the same time of the robot rigid body.

Moving to outdoor exploration other issues arises. In fact outdoor autonomy is more difficult for ground vehicles, due to the presence of three-dimensional uneven terrains, disparities in surface density and different and changing wheather conditions. In the contrary outdoor autonomy is most easily achieved in the air, since obstacles are rare. In the case of outdoor navigation, the use of sensor like GPS allows to obtain a good positional accuracy with ease during free space movements. For precise positioning however sensor fusion techniques have still to be used.

III. POSSIBLE APPROACH

In many applications, the robot should be able to move independently in a semi-structured environment such as an office, store or house. In most cases it is useful that the robot moves through a series of waypoints or to a specific point of the environment without knowing the obstacles present in the environment. To achieve this goal we propose a hybrid software architecture that consists of a reactive and a deliberative part. The reactive part controls the local navigation responding to obstacles that are found in the environment and to the commands of the deliberative part that knows all the waypoints and navigation controls globally.

The deliberative architectures have historically been the first to be used for the control of autonomous robots. They are based on a functional approach, which expects to acquire an ideally complete knowledge of the environment in order to build an accurate model on which to plan a series of actions that lead to the target. The goal of our robot is to reach a point on the map, while the actions that we have to plan are a sequence of movements of the robot. The part of the system that generates the trajectory starting from the internal representation of the environment is called planner. The algorithms used to implement the planner generally explore a tree of trajectories, excluding those who violate the physical constraints (e.g. obstacles), mechanical (e.g., radii of curvature too tight) or performance (e.g., maximum time, distance covered). The trajectory generated can also be optimum with respect to a cost function, which is generally the minimum time or minimum covered space. If the environment in which the robot moves is dynamic, the path must be recalculated whenever a change occurs, which happens at each cycle in the case of moving robot in dynamic unknown environments. The computing power needed to explore a tree of possible trajectories is very large. The computers will be big and therefore expensive in terms of energy consumed. Generally an entire computer is dedicated only to trajectory planning [9], [13]. To reduce the dimension of the solution two planners can be employed, one long and one short-term: the first deals with creating a series of waypoints up to the final goal, the second generates the path to reach the next waypoint. When changes occur in the world only the second planner must be invoked [12]. The main advantage of using a planner with respect to any other architecture is the security of a good result, a reactive architecture instead can indeed vanish completely in balanced situations such as when a target is behind to a dead end [11]. The main disadvantage is the high computing power required that increases with the raise of the details of a map. The risk of relying on just a planner however is to let the robot out of control in the case of collisions with new barriers along the old planned route [14]. At the end of the 80s it was proposed a new paradigm based on the concept of behavior. The consider-
ations that led to this new kind of architecture were the inability to model a complex world and the slow response of the robot to changes in the environment. A reactive robot has only laws that define how to react to certain inputs of the sensors, without the use of abstract representations or memory of past events and states. The intelligence of a reactive robot is created by many behavior, coordinated with each other by some competitive or collaborative function. The disadvantages of this type of architecture is the lack of planning, which prevents an optimized navigation, and a map, without which it is possible to get into dead ends or to wander endlessly without ever achieve the goal.

Choosing an hybrid solution allows to take advantage of the good characteristics of both the methods.

For the reactive part there are various approaches, a possible solution can be of using nonlinear control based on attractors and repulsors implemented with differential equations, following the theory of dynamical systems[19]. The deliberative part instead will use modern machine learning and AI techniques to perform reasoning on the action to accomplish and plan tasks execution.

Both the parts require specific knowledge acquired from the environment and the robot internal state variables.

IV. SENSING COMPONENTS

As discussed above, to perform autonomous navigation in an indoor or outdoor environment, some sensing components are necessary in order to be able to execute specific behaviors of the robot or to construct a correct representation of the environment map. This section proposes some solution to acquire moving object and people detection capability useful for collision avoidance, place recognition[16] and object recognition[10] that are useful for scene understanding and reasoning and autonomous navigation capabilities in unstructured environments[15].

A. Moving objects and People detection

For object and people detection we use the software architecture shown in Figure 2 a.

In the MOG (Mixture Of K Gaussians) Background Subtraction module the pixel color values are modeled as a Mixture Of K Gaussians ($\mu_i, \sigma_i, \omega_i$) [2]. Multiple adaptive Gaussians are necessary to cope with acquisition noise and lighting changes. Pixel values that do not fit the background distributions (Mahalanobis distance) are considered foreground. The model copes with multimodal background distributions. The RGA Background Subtraction with Selective Update module is based on the approach proposed in [3] where the background at each (i; j) pixel location is modelled independently. The Running Average technique is used for performing a more accurate Background Subtraction (BS). The Confidence Measurement combines the results from BS and Color Clustering (CC) [4]. It reduces false segmentation and provides more accurate object boundary. The Object Tracking tracks objects in successive frames to detect trajectories performing these tasks: finding correspondence, motion estimation, corrective feedback and occlusion detection. The tracking is robust by integrating feature vector template matching and Kalman filtering. An example is reported in Figure 2 b.
B. Visual place recognition

We introduce a machine learning architecture to address the problem of scene or visual place classification in order to localize the robot and in the same time focusing on generalization of the classification technique. Such architecture provides the ability of understanding the topological relations existing in an indoor environment. In particular, this method associates semantic terms (i.e., "Corridor", "Kitchen") to each specific place, giving an “intuitive” idea of the position of the robot. To accomplish this goal, four different methodologies have been integrated. All these methodologies are based on the same multi-level machine learning architecture (Figure 3). The developed architecture is made of a first level of "weak" classifiers based on "visual" features extracted from stereo images couple, and a second level of classifiers performing fusion and regression of the first level outputs. Four different configurations of the regressor stage have been compared in order to obtain the best results to problem solving. These configurations employ different methods that we call: "Committee of Experts", "Stacked Regression with Support Vector Machines (SVM) stage", "Stacked Regression with Artificial Neural Network stage", "Weighted Linear Combination". The experimental tests show that "Stacked Regression with Support Vector Machines stage" result to be the best approach providing a high generalization capability [16].

C. Object recognition

A similar approach has been used to solve the problem of object recognition. The approach uses a stacked generalization classification method to perform a multi-layer object recognition fusing heterogeneous spatial and color data acquired with an RGB-D camera. The method assumes a specific a-priori knowledge of the objects that may be present in a scene. This tool exploits the accuracy of the SVM introducing a multilevel architecture with a stacked generalization approach. The main idea here consists in the introduction of a second stage of generalization to deduce the biases of the original generalizers. The second layer input is the output of the first layer of generalizers, and its output is the generalization guess. The raw sensor data are fed to a three stages pipeline, consisting on preprocessing, object detection and classification steps. The output is the identifier of every detected object. This technique has a low computational cost and is suitable for on-line applications, such as robotic manipulation or automated logistic systems[10]. An example of multiple object recognition in presence of occlusions is reported in Figure 5.

D. Autonomous navigation

Fusing techniques have also been employed in a flying robot to optimally merge all information gained from the on-board sensors in order to perform simultaneous localization and mapping (SLAM). The flying robot is a Micro Aerial Vehicle capable of navigating in outdoor, indoor and confined environments. The aim of the work was to replace the human operator during the inspection of failures or procedures correctness inside dangerous areas where human presence should be avoided for long or short time periods. To be able to accomplish this specific task the system presents a semi-autonomous behavior. The human operator instruct the system about the trajectory to be performed and the system is able to process all the navigation data on-board so that even in presence of communication losses the system remains stable and safe.
Given the limited amount of computational power of the embedded computer, an optimized SLAM algorithm that allows correct navigation of the robot has been implemented. The designed system has been oriented towards the specific context of visual inspection of industrial area and it has been tested firstly in a laboratory test-bed [15] and later in a real power plant, see Fig. 6.

Fig. 6. Flying robot inspectioning an industrial boiler.

V. CONCLUSIONS

Autonomous navigation requires complex robotic abilities. The robot should be able to react to changes in the environments still reaching the planned goal. This paper presented a possible hybrid approach that makes use of both a reactive and a deliberative part for reasoning. To be able to react to sudden changes in the environment, specific vision and machine learning algorithms have been presented for the detection and recognition, in first instance, of objects and people moving in the environment, and in second instance, to classify and recognize the environment itself (and take advantage of the robot knowledge). The presented sensor fusion techniques are also applied to obtain simultaneous localization and mapping in embedded computing hardware and allow small robots to safely operate in harsh environments.
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